
9/2/2020

1

CSE353 – MACHINE LEARNING
END-TO-END ML PROJECT
PRAVIN PAWAR, SUNY KOREA

BASED ON CHAPTER 2 – HANDS-ON ML WITH SCIKIT-LEARN, KERAS AND TENSORFLOW BY AURÉLIEN GÉRON

MAIN STEPS IN THE MACHINE LEARNING PROJECT

 Formulate the problem

 Data collection

 Data visualization

 Data preprocessing

 Selection of ML models

 Finetune the model

 Present solution

 Launch, monitor and maintain the system
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WHERE TO FIND DATASETS FOR EXPERIMENTS?

 Popular open data repositories

 UC Irvine Machine Learning Repository (https://archive.ics.uci.edu/ml/index.php)

 CMU Statlib Repository (http://lib.stat.cmu.edu/datasets/)

 Kaggle datasets (https://www.kaggle.com/datasets/)

 Amazon’s AWS datasets (https://registry.opendata.aws/)

 Meta portals which list open data repositories

 Data Portals (http://dataportals.org/)

 OpenDataMonitor (https://www.opendatamonitor.eu/)

 Quandl (https://www.quandl.com/)

 Other pages listing many popular open data repositories

 Wikipedia’s list of Machine Learning datasets (https://en.wikipedia.org/wiki/List_of_datasets_for_machine_learning_research)

 Quora.com (https://www.quora.com/Where-can-I-find-large-datasets-open-to-the-public)

 The datasets subreddit (https://www.reddit.com/r/datasets) 

CALIFORNIA HOUSING DATASET – STATSLIB REPOSITORY

 The original dataset appeared in R. Kelley Pace and Ronald Barry, “Sparse Spatial Autoregressions,” Statistics & Probability 
Letters 33, no. 3 (1997): 291–297.

 The goal is to use California census 
data to build a model of housing prices 
in the state

 This data includes metrics such as the 
population, median income, and 
median housing price for each block 
group in California

 Block groups are the smallest 
geographical unit for which the US 
Census Bureau publishes sample data

 A block group typically has a 
population of 600 to 3,000 people 

 Also known as “districts”
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CALIFORNIA HOUSING DATASET – STATSLIB REPOSITORY

 A measure of how far west a house is
 A measure of how far north a house is
 Median age of a house within a block
 Total number of rooms within a block
 Total number of bedrooms within a block
 Total number of people residing within a block
 Total number of households, a group of people residing within a home unit, for a block
 Median income for households within a block of houses (10000 US$)
 Median house value for households within a block (USD)
 Location of the house w.r.t ocean/sea

PROBLEM FORMULATION – REQUIREMENTS ANALYSIS

 As per the broader scope, your solution will be one of the components in a larger picture for investment analysis

 Current solutions use manual estimate using median housing price or using complex rules, and not as accurate

 Manual estimates are more than 20% off
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PROBLEM FORMULATION – WHICH TYPE OF ML PROBLEM IT IS?

 The problem is to predict the median housing price of 
houses in California per block

 Which type of ML problem it is?

 Supervised, unsupervised, or Reinforcement Learning? 

 Classification task, regression task, or something else? 

 Should you use batch learning or online learning technique?

PROBLEM FORMULATION – WHICH TYPE OF ML PROBLEM IT IS?

 Supervised learning task as labeled training examples are 
given

 It is a regression task as it requires predicting a numerical 
value

 Multiple regression problem as the system uses multiple 
features to make a prediction

 Univariate regression problem as task involves predicting a 
single value for each district

 It would be multivariate regression if required to predict 
multiple values per district

 Since all data is available and small enough to fit in memory, 
batch learning is a suitable approach
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PERFORMANCE MEASURE 

 For regression problems, a typical performance measure is Root Mean Square Error (RMSE)

 Represents errors in predictions with higher weight for larger errors

 Mathematical formula:

 h is your system’s prediction function, also called a hypothesis

 RMSE(X,h) is the cost function measured on the set of examples X using your hypothesis h

 m: Number of instances in the dataset

 Xi is a vector of all the feature values (excluding the label)  of the ith instance in the dataset

 Yi is the label (desired output) of the ith instance in the dataset

FETCH THE DATA USING A FUNCTION
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LOAD THE DATA AND LOOK AT THE STRUCTURE

LOAD THE DATA AND LOOK AT THE STRUCTURE

 A measure of how far west a house is
 A measure of how far north a house is
 Median age of a house within a block
 Total number of rooms within a block
 Total number of bedrooms within a block
 Total number of people residing within a block
 Total number of households, a group of people residing within a home unit, for a block
 Median income for households within a block of houses (10000 US$)
 Median house value for households within a block (USD)
 Location of the house w.r.t ocean/sea
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USE VALUE COUNTS() FOR CATEGORICAL VARIABLE
DESCRIBE() SHOWS A SUMMARY OF NUMERICAL ATTRIBUTES

HISTOGRAM IS ANOTHER WAY TO 
LOOK AT NUMERICAL DATA
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HISTOGRAM IS ANOTHER WAY TO LOOK AT NUMERICAL DATA

SPLIT DATA INTO TRAINING AND TESTING SET
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STRATIFIED SAMPLING AS PER MEDIAN INCOME

 What if median income is a very important attribute 
for predicting median housing prices? 

 Then test set should be representative of various 
categories of incomes

 Most median income values are clustered around 
1.5 to 6 (i.e., $15,000–$60,000), but some 
median incomes go far beyond 6

 It is important to have a sufficient number of
instances in the dataset 

 There should not have too many strata, and each 
stratum should be large enough

STRATIFIED SAMPLING AS PER MEDIAN INCOME

 Solution: Create income category attribute with 
suitable categories

 The pd.cut() function creates categories with 
specified ranges as follows:
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DOING STRATIFIED SAMPLING WITH SCIKIT-LEARN

STRATIFIED SAMPLING IS BETTER THAN RANDOM SAMPLING
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DATASET VISUALIZATION 

VISUALIZE PLACES WITH HIGH DENSITY
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SCATTERPLOT OF HOUSING PRICES

CORRELATION OF MEDIAN HOUSE INCOME WITH OTHER ATTRIBUTES
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INCOME VS. MEDIAN HOUSE PRICE

CREATING NEW ATTRIBUTES (FEATURES) IF NECESSARY
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DATA PREPARATION/PREPROCESSING

 It is a good practice to write functions for data preparation

 Easy to reproduce transformations

 Use in a live system

 Build library of transformations

 Try various combinations and choose the best

 Prepare a separate copy for experimentation

 Remove target values

HANDLING MISSING VALUES
 Dataset may have some missing values

 Strategies for handling missing numerical values

 Delete records with missing values

 Delete the column

 Replace missing values with a suitable value such as median or mean

 You can use Pandas na processing functions or Scikit Imputer to achieve required result
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HANDLING MISSING VALUES

HANDLING TEXT AND CATEGORICAL ATTRIBUTES

 ocean_proximity is a categorical attribute as it consists of few 
values

 It is also a text attribute as categories represented using text

 Most ML algorithms prefer to work with numbers

 Hence text attribute need to be converted to numbers

 Strategies to convert to numerical values

 Convert as ordinal values where numbers representing order (ordinal 
encoding)

 Convert to binary attributes (one-hot encoding)
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ORDINAL ENCODING

 Many ML algorithms assume 
that two nearby values are more 
similar than distant values

 This may be true for ordered 
categories such as “bad”, 
“average”, “good”, “excellent”

 However not suitable for 
ocean_proximity attribute

ONE-HOT ENCODING

 Create one binary attribute per 
category

 E.g. 1 when category “INLAND”, 0 
otherwise

 One attribute will be equal to 1 
(hot), while others will be 0 (cold)
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FEATURE SCALING
 ML algorithms don’t perform well on the numerical data with very 

different scales

 E.g. total number of rooms range from 6 – 39320, median income 
ranges from 0 – 15.

 It is required to scale input values, but scaling target values is generally 
not required 

 Approaches for scaling attributes:

 Min-max scaling: Values are shifted and rescaled so that they end up ranging from 
0 to 1 (subtract the min value and divide by the max minus the min)

 Scikit-Learn has MinMaxScaler transformer 

 Standardization: Subtracts the mean value (so standardized values always have a 
zero mean), and then divide by the standard deviation so that the resulting 
distribution has unit variance

 Standardization does not bound values to a specific range, but less affected by 
outliers

 Scikit-Learn has StandardScaler transformer

Figures taken from: 
https://kharshit.github.io/blog/2018/03/23/scaling-vs-normalization

TRANSFORMATION PIPELINE USING SCIKIT-LEARN

 Preprocessing numerical attributes

 Full pipeline for preprocessing 
numerical and categorical attributes
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EXPERIMENT READY DATA

TRAINING AND EVALUATING A MODEL – LINEAR REGRESSION
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FIND OUT TOTAL PREDICTION ERRORS – MSE AND MAE

APPLY ANOTHER MODEL – DECISION TREE REGRESSOR
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APPLY ANOTHER MODEL – DECISION TREE REGRESSOR

DID WE GET A PERFECT MODEL?

 No error at all? 

 Could this model really be absolutely perfect? 

 Is this a possible case of …………….?

 How can you be sure?
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BETTER EVALUATION USING CROSS VALIDATION

BETTER EVALUATION USING CROSS VALIDATION (DECISION TREE REGRESSOR)
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BETTER EVALUATION USING CROSS VALIDATION (LINEAR REGRESSOR)

CROSS VALIDATION PERFORMANCE COMPARISON

Decision Tree Regressor Linear Regression

RMSE 71407.68 69052.46

Standard Deviation 2439.43 2731.67

 Decision tree performs worse than linear regression

 Cross validation provides performance estimate along with its precision 
(standard deviation)

 Cross validation comes at the cost of training the model several times

 Training model several times may not be always possible
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TRY ANOTHER MODEL – RANDOM FOREST REGRESSOR

 Random Forests work by 
training many Decision Trees on 
random subsets of the features, 
then averaging out their 
predictions. 

 Building a model on top of many 
other models is called Ensemble 
Learning

 It is often a great way to push 
ML algorithms even further

Figure source: https://levelup.gitconnected.com/random-forest-regression-209c0f354c84

TRY ANOTHER MODEL – RANDOM FOREST REGRESSOR

 The sub-sample 
size is controlled 
with the 
max_samples
parameter if 
bootstrap=True 
(default)

 Otherwise the 
whole dataset is 
used to build each 
tree
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CROSS VALIDATION USING RANDOM FOREST REGRESSOR

Decision Tree Regressor Linear Regression Random Forest Regressor

RMSE 71407.68 69052.46 50182.30

Standard Deviation 2439.43 2731.67 2097.08

FINETUNING THE MODEL 
 It is possible to fiddle with the hyperparameters manually a great combination is found (tedious)

 Scikit-Learn’s GridSearchCV can be used to search optimal parameters

 Other options: RandomSearchCV, ensemble methods

47

48



9/2/2020

25

WHAT ARE THE BEST HYPERPARAMETERS?

EVALUATE SYSTEM ON THE TEST SET
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HOW PRECISE YOUR ESTIMATE IS? – COMPUTE 95% CONFIDENCE INTERVAL

LAUNCH, MONITOR AND MAINTAIN YOUR SYSTEM

 Save the trained Scikit-Learn model (e.g., using joblib), include the full preprocessing and prediction pipeline

 Load this trained model within your production environment

 Use the model to make predictions by calling its predict() method

 Alternatively, model can be wrapped as a dedicated web service which can be queried using REST API

 It is also required to check model performance from time to time

 If data keeps evolving, it will be required to update database and retrain model regularly

 These tasks can be automated using custom scripts
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QUESTIONS?
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