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CSE353 – MACHINE LEARNING
CLASSIFICATION
PRAVIN PAWAR, SUNY KOREA

BASED ON CHAPTER 3 – HANDS-ON ML WITH SCIKIT-LEARN, KERAS AND TENSORFLOW BY AURÉLIEN GÉRON
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SOME SCIKIT-LEARN DATASETS

 Boston house prices dataset (regression)

 Iris plants dataset (classification)

 Diabetes dataset (regression)

 Optical recognition of handwritten digits dataset (classification)

 UCI breast cancer dataset (classification) 

 The Olivetti faces dataset (classification)

 20 newsgroups dataset (classification)

 RCV1 multilabel dataset (classification)

 Labeled Faces in the Wild (LFW) people dataset (classification)

 Labeled Faces in the Wild (LFW) pairs dataset (classification)

 California housing dataset (regression)

MNIST (MODIFIED NATIONAL INSTITUTE OF STANDARDS AND 
TECHNOLOGY) DATASET  Contains 70,000 small images of digits handwritten by high 

school students and employees of US Census Bureau

 Each image is 28x28 pixels – thus total 784 features (Each 
feature represents pixel intensity 0 to 255)

 Image label consists of digits it represents
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TRAINING A BINARY CLASSIFIER – CONSIDER THE CASE WHERE DIGIT = 5

 Stochastic gradient descent (SGD)

 In SGD, it uses only a single sample, i.e., a batch size 
of one, to perform each iteration 

 The sample is randomly shuffled and selected for 
performing the iteration

APPLYING STOCHASTIC GRADIENT DESCENT CLASSIFIER
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COMPARING CROSS VALIDATION ACCURACY WITH A DUMB CLASSIFIER – NOT 5

 A dumb classifier has over 90% accuracy!! 

 Because only about 10% of the images are 5s

 Hence accuracy is generally not a preferred performance measure for classifiers – specially dealing with skewed 
datasets

CONFUSION MATRIX

 Confusion matrix is a better approach 
to evaluate performance of a classifier

 The general idea is to count the 
number of times instances of class A 
are classified as class B
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CONFUSION MATRIX

MORE CONCISE METRICS

 Precision: Accuracy of positive predictions

 Recall (sensitivity): True positive rate represents the ratio of positive instances that are 
correctly detected by the classifier 
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BINARY CLASSIFIER – PRECISION & RECALL

COMBINE PRECISION AND RECALL INTO F1 SCORE

 The F1 score is the harmonic mean of precision and recall

 Whereas the regular mean treats all values equally, the harmonic mean gives much more weight to low values

 Hence the classifier will get a high F1 score only if both recall and precision are high.
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HIGH PRECISION VS HIGH RECALL

 High precision example

 Sometimes high precision is desired (means less False 
Positive)

 E.g. detect videos suitable for children (A suitable video is 
considered Positive)

 A classifier that rejects lot of suitable videos, but never 
shows adult content has high precision

 High recall example

 Sometimes high recall is desired (means less False 
Negative)

 It would be fine id the classifier has only 25% precision 
(lot of false alarms or False Positive)

 But should alarm every time when someone breaks in 
(less False Negative)

PRECISION-RECALL TRADEOFF IN BINARY CLASSIFIER

 A SGD classifier computes score based on a decision function 

 If score greater than a threshold, an instance is positive otherwise it is negative

 Depending on the threshold level, precision and recall values show a tradeoff. 

 High precision corresponds to low recall and vice-versa
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PRECISION-RECALL TRADEOFF IN BINARY CLASSIFIER

 The trade-off between precision and recall can be observed using the precision-
recall curve

 It lets you spot which threshold is the best

PRECISION-RECALL TRADEOFF IN BINARY CLASSIFIER

 Another way to select a good 
precision/recall trade-off is to plot 
precision directly against recall (the 
same threshold as earlier is 
highlighted)

 Precision really starts to fall sharply 
around 80% recall

 Probably want to select a 
precision/recall trade-off just before 
that drop

 If someone says, “Let’s reach 99% 
precision,” you should ask, “At what 
recall?”
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THE RECEIVER OPERATING CHARACTERISTIC (ROC) CURVE
 ROC curve is another common tool used with binary classifiers

 Similar to the precision/recall curve

 ROC curve plots the true positive rate (recall) against the false positive rate (FPR) 

 The FPR is the ratio of negative instances that are incorrectly classified as positive

 It is equal to 1 – the true negative rate (TNR), which is the ratio of negative instances that 
are correctly classified as negative

 The TNR is also called specificity

 Hence, the ROC curve plots sensitivity (recall) versus 1 – specificity

THE RECEIVER OPERATING CHARACTERISTIC (ROC) CURVE

 Once again there is a trade-off

 The higher the recall (TPR), the more false 
positives (FPR) the classifier produces 

 The dotted line represents the ROC curve 
of a purely random classifier

 A good classifier stays as far away from 
that line as possible (toward the top-left 
corner)

 Red dot represents chosen threshold

 Area Under Curve (AUC) is another criteria 
for comparing classifiers

 A purely random classifier has ROC AUC = 
0.5
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THE RECEIVER OPERATING CHARACTERISTIC (ROC) CURVE

 ROC vs PR Curve
 Since the ROC curve is so similar to the 

precision/recall (PR) curve, you may wonder 
how to decide which one to use

 Prefer the PR curve whenever the positive 
class is rare or when you care more about 
the false positives than the false negatives

 Otherwise, use the ROC curve

 Looking at the previous ROC curve (and the 
ROC AUC score), you

 may think that the classifier is really good

 But this is mostly because there are few 
positives (5s) compared to the negatives 
(non-5s)

 In contrast, the PR curve makes it clear that 
the classifier has room for improvement

COMPARING SGD VS RANDOM FOREST CLASSIFIER

 The Random Forest classifier is superior to the SGD 
classifier because its ROC curve is much closer to the 
top-left corner, and it has a greater AUC
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MULTICLASS CLASSIFICATION

 Multiclass classifiers – aka multinomial classifiers are capable of distinguishing between more than two classes

 Algorithms such as SGD classifiers, Random Forest classifiers and Naïve Bayes classifiers can handle multiple 
classes natively

 Algorithms such as Logistic Regression or Support Vector Machines are strictly binary classifiers

 One-versus-the-rest (OvR) strategy for multiclass classification of MNIST dataset

 Train 10 binary classifiers – one for each digit ((a 0-detector, a 1-detector, a 2-detector and son on)

 While classifying an image, get a decision score from each classifier for that image

 Select the class whose classifier outputs the highest score

 One-versus-One (OvO) strategy for multiclass classification of MNIST dataset

 Train a binary classifier for every pair of digits (one for distinguishing 0s and 1s, another for distinguishing 0s and 2s, and so on)

 If there are N classes, in total N x (N – 1) / 2 classifiers required

 For MNIST, this is training 45 binary classifiers!!

 A classifier needs to be trained on the part of the training set for the two classes it must distinguish

MULTICLASS CLASSIFICATION – SVM CLASSIFIER

 Scikit-Learn automatically detects whether the problem is of binary classification or multiclass classification

 It automatically runs OvR or OvO

 If SVM classifier is used, Scikit-Learn actually uses OvO strategy 

 Trained 45 binary classifiers and got their decision score for images
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MULTICLASS CLASSIFICATION – SGD CLASSIFIER

 The decision_function() 
method now returns one 
value per class

 Use cross-validation for 
evaluating this classifier

 A random classifier 
would give 10% 
accuracy

 Simply scaling the 
inputs increases 
accuracy above 89%

ERROR ANALYSIS USING CONFUSION MATRIX – SGD CLASSIFIER
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ERROR ANALYSIS USING CONFUSION MATRIX – SGD CLASSIFIER

MULTILABEL CLASSIFICATION

 Consider a face recognition classifier which recognizes several people in the 
same picture

 Say the classifier has been trained to recognize three faces, Alice, Bob, and 
Charlie

 When the classifier is shown a picture of Alice and Charlie, it should output 
[1, 0, 1] (meaning “Alice yes, Bob no, Charlie yes”). 

 Such a classification system that outputs multiple binary tags is called a 
multilabel classification system

 To evaluate accuracy of multilabel classification, F1 score can be used for 
each individual label and compute average score

 This assumes that all labels are equally important

 You can use weighted average in case of different level of importance to 
labels

Figure source: https://medium.com/analytics-vidhya/multi-label-classification-using-fastai-a-shallow-dive-
into-fastai-data-block-api-54ea57b2c78b
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MULTIOUTPUT-MULTICLASS CLASSIFICATION

 Multioutput classification is a generalization of multilabel classification 

 Each label can be multiclass more than two possible values)

 Consider a system which will take as input a noisy digit image, and will (hopefully) output a clean digit image

 The classifier’s output is multilabel (one label per pixel) and each label can have multiple values (pixel intensity 0 to 255)

 The line between classification and regression is sometimes blurry, as in this example 

 Predicting pixel intensity is more akin to regression than to classification

QUESTIONS?

27

28


